
Hydrogeophysical characterization and monitoring of the hyporheic and
riparian zones: The Vermigliana Creek case study

Laura Busato a,⁎, Jacopo Boaga a, Maria Teresa Perri a, Bruno Majone b, Alberto Bellin b, Giorgio Cassiani a
a Department of Geosciences, University of Padova, Via Giovanni Gradenigo 6, 35131 Padova (PD), Italy
b Department of Civil, Environmental and Mechanical Engineering, University of Trento, Via Mesiano 77, 38123 Trento (TN), Italy

H I G H L I G H T S

• Hyporheic and riparian zones are usu-
ally studied by means of punctual
methods.

• Geophysical acquisitions lead to 2D data
distributions under the creek.

• The geophysical cables are placed under
the creek, in the domain of interest.

• Geophysical and hydrological data are
merged to calibrate a flow-transport
model.

• Different subdomains are highlighted:
sub-riverbed, left and right banks.
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The hyporheic and riparian zones are critical domains in a river ecosystem since they mediate the interactions
between surfacewater and groundwater. These domains are generally strongly heterogeneous and difficult to ac-
cess; yet their characterization andmonitoring still relymostly on hard-to-perform invasive surveys that provide
only point information. These well-known issues, however, can be overcome thanks to the application of mini-
mally invasive methods. In this paper, we present the results of the hydrogeophysical characterization of the
Vermigliana Creek's hyporheic and riparian zones, performed at an experimental site in the Adige catchment,
northern Italy, by means of electrical resistivity tomography (ERT), distributed temperature sensing (DTS), and
hydrological modeling. A major advancement is given by the placement of electrodes and of an optical fiber in
horizontal boreholes at some depth below the river bed, put in place via directional drilling. The results of this
static and dynamic (time-lapse) geophysical characterization identify the presence of two subdomains (the
sub-riverbed and the left and right banks) and define the water flow and solute dynamics. The ERT information
is then used, together with other hydrological data, to build a 3D subsurface hydrological model (driven mainly
by the watercourse stage variations) that is calibrated against local piezometric information. A solute transport
model is then developed to reproduce the variations observed in the dynamic geophysical monitoring. The re-
sults show good agreement between ERT data and the model outcome. In addition, the transport model is also
consistent with the temperature data derived from DTS, even though some slight discrepancies show that the
heat capacity of the solid matrix and heat conduction cannot be totally neglected.
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1. Introduction

The hyporheic zone is the transition region where the interactions
between surface water and groundwater take place (Orghidan, 2010;
Reidy and Clinton, 2004). This domain, together with the riparian
zones, allows the transport of several substances (including water, nu-
trients and pollutants) from a stream to the underlying aquifer, and
vice versa, thus playing a fundamental role in the river ecosystem
(Boulton et al., 1998). Having a strong interconnection with human ac-
tivity, the interchange phenomena that occur in the hyporheic and ri-
parian zones represent a target of study shared by several disciplines,
which range from hydraulics (Greswell, 2005), to biogeochemistry
and ecology (Bridge, 2005). These fields of study rely on methods that
are usually invasive and based on sample analysis (for further details
see Bridge, 2005; Greswell, 2005), and are likely not to sample the do-
mainwith the necessary spatial resolution given the strong heterogene-
ity of these systems and the difficulty to access them. A major step
forward can be provided by the application of minimally-invasive geo-
physical techniques: these cost-effective and relatively fast methodolo-
gies, in fact, if adequately combined with flow and transport models,
allow the evaluation and monitoring of surface/subsurface structures
and processes at different scales, both in terms of time and space, as
shown by the fast development of hydrogeophysics (e.g. Binley et al.,
2010, 2015; Rubin and Hubbard, 2005).

One of the most commonly employed techniques is electrical resis-
tivity tomography (ERT; e.g. Daily et al., 2004), both from the surface
(e.g., Nyquist et al., 2008) and in boreholes (e. g., Crook et al., 2010).
Based on Ohm's law and on the principle that the distribution of the
electrical voltage on the earth surface or underground (around a
current-carrying electrode) depends on the medium electrical resistiv-
ity (ρ) (as well as on the source characteristics), ERT allows to obtain
2D/3D images of the subsurface electrical resistivity distribution. Since
the spatial (and temporal) variations in electrical resistivity are affected
by lithology, pore fluid chemistry, and water content, the ERT method
has a significant potential for hydrogeophysical applications, particu-
larly to study time-dependent processes (Binley and Kemna, 2005).
This is the reason why ERT, and in particular its application in the
time-lapse mode, has been one key methodology for hydrogeophysical
imaging over the last two decades. Another promising methodology in
static and dynamic subsurface characterization is represented by dis-
tributed temperature sensing (DTS; e.g. Selker et al., 2006; Tyler et al.,
2009). This is a technique of investigation (active or passive) that allows
measuring temperature (T) bymeans of afiber optic cable,which acts as
a linear temperature sensor and is based on the Raman scattering effect
(Graves and Gardiner, 1989; Raman and Krishnan, 1928). This effect
represents one of the various scattering phenomena that originate
from the interaction between photons and molecules of the fiber optic
and leads to a backscattered signal whose intensity is temperature-
dependent (see Selker et al., 2006). Such signal can therefore be prop-
erly detected and processed in order to determine the variation of tem-
perature along the cable itself. The position of the temperature reading
is determined bymeasuring the arrival time of the returning light pulse,
so the result is a continuous temperature profile along the entire length
of the sensor cable,with spatial resolution (along the cable) in themeter
range. This method allows to exploit heat as a tracer (Anderson, 2005;
Constantz, 2008) and, therefore, to observe temperature variations
both in terms of space and time.

These geophysicalmethods (ERT andDTS) are state-of-the-art in the
hydrogeophysical field and have already been used to characterize the
hyporheic and riparian zones. As a matter of fact, several studies have
shown the capabilities of ERT to image the riparian zone (e.g. Busato
et al., 2016; Perri et al., 2018; Vignoli et al., 2016). Coscia et al. (2012)
present a 3D time-lapse ERTmonitoring by means of vertical boreholes
in the riparian zone, while Nyquist et al. (2008, 2009) focus on stream
bottom and lakebed ERT characterization, in the latter case also in com-
bination with temperature measurements. Other examples comprise

3D ERT acquisitions from the surface to monitor surface water-
groundwater interactions (Johnson et al., 2012), or in boreholes using
the river water as tracer (Coscia et al., 2011), while Cardenas and
Markowski (2010) present a 2D ERT time-lapse monitoring with elec-
trodes placed on the streambed and partly also on the adjacent soil sur-
face. With regard to the DTS, despite being a relatively recent technique
in the hydrogeophysical field (e.g. Hurtig et al., 1996), many applica-
tions are available in the literature: some authors investigated the sur-
face water-groundwater interactions placing the fiber-optic cable on
the riverbed, also in contaminated contexts (e.g. Anderson et al., 2014;
Briggs et al., 2012a, 2013; Mwakanyamale et al., 2012; Slater et al.,
2010; Voytek et al., 2014; Westhoff et al., 2011), while others opted
for vertical boreholes, with the fiber-optic cables wrapped around a
PVC tube (e.g. Briggs et al., 2012b; Vogt et al., 2010). Although all
these pieces of work demonstrate the wide applicability of both ERT
and DTS for a better characterization of the regions surrounding a river-
bed, literature lacks (to the best of our knowledge) of studies where the
instrumentation is located beneath the riverbed, i.e. directly inside and/
or surrounding the hyporheic zone where the exchanges between sur-
face water and groundwater occur.

In this work, we present an innovative instrumentation set-up
where part of the instrumented cables is placed below the riverbed
and put in place via directional, semi-horizontal, drilling. This instru-
mentation arrangement has not been reported to have been deployed
yet for similar purposes and can lead tomajor improvements in the spa-
tial characterization of the hyporheic and riparian zones. The best way
to fully exploit hydrogeophysical data is through the development of a
hydrological model. Several examples of hyporheic and riparian zones
models can be found in the literature (e.g. Fleckenstein et al., 2010;
Gooseff et al., 2006; Lautz and Siegel, 2006; Siergieiev et al., 2015;
Tonina and Buffington, 2007), with some of them involving a compari-
son against ERT acquisitions (e.g. Doetsch et al., 2012; Doro et al., 2013;
Ward et al., 2010, 2013) or temperature measurements (Bianchin et al.,
2010; Dugdale et al., 2017;Westhoff et al., 2007). In thiswork, however,
we use the ERT data (in combination with other hydrological informa-
tion) not only to identify different materials in themesh, but also to de-
termine the best set of hydrological parameters that describe these
materials by comparing the ERT hydrogeophysical information with
the outcomes of a solute transport model. The study was conducted as
part of the EU FP7 projects CLIMB (Ludwig et al., 2010) and
GLOBAQUA (Navarro-Ortega et al., 2015). The attention is focused on
the Vermigliana Creek catchment, which is part of the Adige River
catchment (Trentino-Alto Adige Region, Italy).

In viewof the above, the aimof this paper is to present a studywhere
we use a combination of geophysical and hydrological techniques to un-
derstand the interconnection between surface water and groundwater,
which represents a fundamental step in the development of an effective
water-resource management plan. Therefore, the main objectives of
this research are:

a) to delineate the subsurface hydrogeologic structures that form the
hyporheic and riparian zones of the Vermigliana Creek;

b) to monitor the hydrogeological processes that take place in the
hyporheic and riparian zones with unprecedented high spatial reso-
lution capabilities, in order to collect data useful to understand the
role of the hyporheic zone in the river ecosystem; and

c) to combine ERT and hydrological data in the development of aflowand
solute transport model aimed at describing the sub-riverbed domain.

d) to assess to what extent the information content of DTS and ERT, both
acquired using the novel geometry in the hyporheic zone, can be
compared.

2. The Vermigliana creek field site

The site chosen for this study is located along the Vermigliana Creek,
near the small village of Vermiglio (Val di Sole valley, Trento, Italy). In
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particular, the site is placed in correspondence to a hydrological station,
at approximately 1200 m above mean sea level, close to a bridge cross-
ing the stream and in proximity of two small lakes (Fig. 1), whose em-
issary connects them with the creek just downstream of the station. In
this portion of the creek, the riverbed is characterized by the presence
of a pit, just below the bridge, which creates a small waterfall (Fig. 2b).

The Val di Sole presents a mountain climate, characterized by short
and cool summers and longwinters (with abundant snowfall precipita-
tions). However, given the complex orography of the area, such climatic
aspects do not depend only on the general dynamics, but also on local
factors, among which altitude and soil cover. Precipitation values have
a minimum in winter and two maxima in spring and autumn, whereas
total annual values increase with altitude. The hottest months are July
and August in the whole area, while the coldest month is January in
the valley bottom and February at high altitudes. Furthermore, the aver-
age thermal values decrease with altitude. Lastly, the presence of snow
cover characterizes the period comprised between the months of No-
vember and May (the duration of which increases with altitude;
Blokhina, 2014).

The Vermigliana Creek is a tributary of the Noce River, and it origi-
nates from the Alpine glaciers of Presanella and Cevedale (at 1.882 m
AMSL) and ends at Cusiano (at 942 m AMSL). Its watercourse, which
flows through a basin of 78.95 km2, has several tributaries, some origi-
nating from the Presena Glacier as well, while others are minor creeks
fed by rain drainage and snow melting processes. The hydrological re-
gime of the Vermigliana Creek is typically Alpine, with strong and
abrupt flow variations. The lean season occurs during winter, while
the flow rates increase is caused by the snow/ice melting occurring in
spring and early summer.

Inside the Vermigliana basin, the altitude values are comprised be-
tween 1175 and 3540m abovemean sea level and the landscape is typ-
ical of an alpine glacial valley, with the characteristic U-shaped cross-
section and steep slopes. The average slope of the creek at Vermiglio
section is 47.3 m/km, but the riverbed slope decreases toward the last
stretch of the creek, often causing flooding (Blokhina, 2014). From a

geological point of view, the Vermigliana Creek basin is located at the
border of two large structural units of the Alps: the Austroalpine unit
and the Southern Limestone Alps. This boundary consists of a tectonic
faults system called Insubric Line (or Tonale Line in this geological re-
gion), which crosses the Val di Sole longitudinally (Castellarin et al.,
2005). The Vermigliana basin is, therefore, mainly composed of meta-
morphic rocks that, from a hydrogeological point of view, have limited
secondary permeability due to fracturing processes or along the discon-
tinuity lines (Dal Piaz et al., 2007). More in detail, the valley through
which the Vermigliana Creek and its tributaries flow has a sillimanite
bearing gneiss bedrock that underlays glacial and alluvial deposits,
whose thickness varies from a few to about 10 m (Fig. 3c; Dal Piaz
et al., 2007). These deposits, identified as the “postglacial alpine
synthem” (Dal Piaz et al., 2007), can be classified as glacial till and con-
sist in poorly sorted diamicton containing gravel and boulders,
suspended in a matrix of sand and clay. This material forms unconfined
aquifers that are connected to the sub-stream water circulation (Dal
Piaz et al., 2007). The system's response hence depends on internal fac-
tors, such as geometry and hydraulic conductivity of the fractured-
porous domain. In particular, the superficial component of the outflow
is the result of the following conditions: (i) the basin is developed on
low-permeable formations; and (ii) the riverbed is built upon a high
fractured medium. Total saturation is quickly reached, regardless of
the geometry and hydraulic conductivity of the fluvio-glacial deposits
(Blokhina, 2014).

3. Methods: applied geophysics and hydrological modeling

As introduced in Section 1, in this specific case study ERT andDTS are
used as field methodologies, as they allow a high-resolution characteri-
zation of the hyporheic and riparian zones, overcoming the critical
problem of measuring quantities under the riverbed. In particular, our
non-conventional acquisition geometry (Fig. 2b) for both ERT and DTS
enhances dramatically the imaging capabilities of ERT and the sampling
capabilities of DTS at depth. In addition to this, traditional hydrological

Fig. 1. Study site near the small village of Vermiglio (Val di Sole, province of Trento, Adige River catchment). TheVermigliana creek and the two small lakes are highlighted in light blue. The
red rectangle locates the area investigated by the ERT and DTS acquisitions, whereas the blue solid line and the orange solid line indicate the auxiliary GPR and ERT acquisitions,
respectively. The technical map of the province on the right (Carta Tecnica Proviciale, CTP) is provided by the Servizio Geologico – Provincia autonoma di Trento (2017). (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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monitoring at the river gauging station is warranted by two multi-
parameter probes (Aqua TROLL 200 Data Logger, In-Situ Inc.) that mea-
sure water level, electrical conductivity, and temperature of the river
water and in a piezometer located on the left bank of the creek
(Fig. 2b). The ERT and hydrological data thus obtained are then used
to develop a hydrological model.

3.1. Geophysical instrumentation placement beneath the riverbed

The ERT and DTS cables positioning under the riverbed was per-
formed thanks to the directional boring technique, a trenchless method
that allows the drilling of sub-horizontal boreholes. At our field site we
opted for a Ditch Witch JT3020 directional drill, which was placed on

Fig. 2. a) Oriented borehole drilling at the Vermigliana site; b) scheme of instrumentation deployment: ERT superficial cable location on the right bank (red solid line. Please, note that the
same instrumentation disposition is present also on the left bank); ERT borehole cable placed 5m under riverbed (red dashed line); and DTS fiber-optic cable, parallel to the ERT borehole
line; c) detail of the superficial electrodes on the left embankment; and d) schemes representing the position of the ERT and DTS instruments in the sub-riverbed at the Vermiglio section.
The schemes are not to scale. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 3. Comparison between a) the resistivity cross-section resulting from the static inversion of July 2, 2013 ERT acquisition, b) the radargram obtained from the October 6, 2011
measurement, and c) a schematic geological cross-section of the Alta Val di Sole in correspondence of the Vermiglio field site (Dal Piaz et al., 2007). The red solid line in the radargram
locates a strong reflector, which may be interpreted as the bedrock, whose depth agrees with both the high resistivity domain in the ERT image and the geological features of the area
described by Dal Piaz et al., 2007. The schematic geological cross-section is not to scale with respect to the ERT section and the radargram. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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the left bank of the Vermigliana creek (Fig. 2a) to drill two different
boreholes, one for the ERT cable and one for the DTS fiber-optic. In
both cases, the position of the drilling head was monitored throughout
the whole process by means of a locating system, in order to have a
more precise perforation. Once the borehole was drilled, the drilling
head was replaced with a backreamer, which, in turn, was connected
to several PVC pipes (DN90 with internal diameter equal to 73.6 mm).
As the reamer was pulled backwards following the same path dug by
the drilling head, the PVC pipes were installed within the borehole as
support. Then, the ERT and DTS cables were inserted inside the pipes
in the corresponding borehole and, finally, the PVC tubeswere removed
to let the soil collapse on the cables themselves. This guarantees a good
contact since both the electrodes and thefiber-optic are enclosedwithin
the soil (Fig. 2d). Moreover, the placement of the cables beneath the
river bed took place a few weeks prior to the beginning of the geophys-
ical monitoring to ensure a better coupling between the instrumenta-
tion and the soil. Note also that, in the particular case at hand, both
electrode cable and DTS optical fiber are placed in the saturated portion
of the unconfined aquifer, thus both electrical contact and heat transfer
are greatly facilitated.

3.2. Electrical resistivity tomography (ERT)

The ERT data allow for two different types of inversions: absolute in-
version and time-lapse inversion. When the attention is focused on ab-
solute (or static) information, only a single absolute image of electrical
resistivity distribution is obtained: this approach is useful for deriving
static information of subsoil (e.g., delineation of lithological boundaries
and layers geometry). Conversely, in order to gather dynamic informa-
tion about sub-surface processes, time-lapse monitoring and inversion
are needed. Resistivity imaging surveys are hence repeated over the
same position at different times, thus allowing the user to distinguish
between static and dynamic effects (for further details regarding this
method please refer to, e.g. Binley, 2015; Binley and Kemna, 2005).

3.2.1. Acquisition scheme and data processing
In the Vermigliana ERT set-up we used 72 electrodes: the survey

scheme is composed of a multicore cable with 48 brass electrodes
spaced 1m, placed (in the central part) 5m beneath the riverbed, i.e. in-
side the domains of interest in this study, and 24 stainless steel surface
electrodes spaced 1 m (12 on each river side, Fig. 2b, c, and d). The cho-
sen acquisition scheme is a skip zero dipole–dipole configuration (i.e. a
configuration where the electrodes of both current and potential di-
poles have the minimum possible distance): this set-up ensures maxi-
mal spatial resolution provided that the signal-to-noise ratio is
sufficiently high. The data quality is assessed using a full acquisition of
both direct and reciprocals measurements to estimate the data error,
on the basis of the principle of reciprocity (see e.g. Binley et al., 1995;
Monego et al., 2010), which states that the current and potential elec-
trodes can theoretically be interchanged without affecting the mea-
sured resistance (the ratio between voltage and current). A total of
roughly 4800measurements was then collected during each ERT acqui-
sition using a Syscal Pro 72 resistivity meter (Iris Instruments). How-
ever, when dealing with real datasets, the resistance value measured
by each direct quadrupole differs from the valuemeasured by the corre-
sponding reciprocal one. This allows to associate each direct-reciprocal
couple to the corresponding relative error, in order to remove those
pairs whose error exceeds a certain threshold, in this work equal to
10%. Determining the error level is crucial when dealing with an
Occam type inversion such as that implemented in the R2 code
(Binley, 2016) used in this work, as discussed e.g. by LaBrecque et al.
(1996). With regard to the time-lapse inversion, the analysis of the re-
sistivity variations with time was performed following the method of
Daily et al. (1992) (for further details see also Cassiani et al., 2006).

3.2.2. Measurement campaigns
The ERT measurements aimed at characterizing the hyporheic zone

of the Vermigliana creek can be divided into two types of datasets: the
seasonal monitoring, with one acquisition every two or three weeks,
and the short-term monitoring, with a measurement approximately
every 2 h.With respect to the seasonal monitoring, several ERT acquisi-
tions have been performed in 2013 and 2015 taking advantage of the
snow-free season (from Spring to early Autumn). On the contrary, the
short-term monitoring took place only between June 30 and July 1,
2015. Dates and times of both seasonal and short-term monitoring are
summarised in Tables 1 and 2, respectively.

3.3. Distributed temperature sensing (DTS)

3.3.1. Acquisition scheme
The DTS measurements have been conducted using an AP Sensing

(N43866A) instrument, with a double–ended fiber–optic configuration
(i.e. both ends of the cable are connected to the instrument), with a spa-
tial resolution equal to roughly 1m and precision equal to 0.1 °C. In each
survey, we acquired three single traces with update time and measure-
ment time both equal to 30 s (i.e., every 30 s a new trace acquisition be-
gins and lasts for 30 s) and we averaged the three temperature values
thus obtained for every sampling point: the result consists of a single
profile with temperature data spaced 1 m from each other.

3.3.2. Measurement campaigns
Several DTS surveys took place in 2013 and 2015 in correspondence

of the ERT measurements, so as to obtain complete seasonal and short-
term datasets also for this methodology (see Tables 1 and 2 for detailed
dates and times. Please note that the lack of measurements on July 24,
2015 and August 27, 2015 is due to an instrument failure).

3.4. Auxiliary geophysical investigations

The geophysical characterization of the Vermigliana creek case study
is not limited to the geophysical measurements described in
Subsections 3.2 and 3.3. In fact, some auxiliary geophysical datasets
are available to better understand the structures of this site. More in

Table 1
Summary of the dates of the seasonal ERT and DTS measurements between 2013 and
2015. For the detailed times of the short-term monitoring, please refer to Table 2. The
DTS acquisitions on July 24, 2015 and August 27, 2015 did not take place due to an instru-
ment failure. The December 11, 2015 ERTmeasurementwas not performed because of the
climatic conditions (i.e. frozen soil covered in snow).

Summary of seasonal geophysical monitoring

Auxiliary geophysical acquisitions
2011: GPR 2013: ERT
6th October 30th July

Seasonal geophysical monitoring

2013
ERT DTS

2nd July Not installed yet
30th July
27th August
24th October
17th December

2015
ERT DTS

29th April 29th April
19th May 19th May
17th June 17th June
30th June–1st July
(short term monitoring)

30th June–1st July
(short term monitoring)

24th July 6th November
27th August 11th December
6th November
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detail, such investigations include ground penetrating radar (GPR) and
surface ERT surveys that were part of previous campaigns, having the
goal of defining the larger scale structure of the river bottom.

The GPR surveys took place in October 2011 using a PulseEKKO Pro
instrument (Sensor and Software Inc.) with 50MHz antennae in a com-
mon offset acquisition mode (i.e. the distance between the two anten-
nas – transmitter and receiver – is constant throughout the whole
acquisition). The survey lines were run to understand the overall struc-
ture of the valley bottom. Fig. 3b shows one such line, taken perpendic-
ular to the creek, and covering the right embankment from the river
bank to the beginning of the slope. The radargram shown in Fig. 3 is
compared against the ERT static resistivity distribution obtained in
July 2013 and a cross-section of the valley bottom (Dal Piaz et al.,
2007). The two geophysical surveys concur in indicating that a solid
bedrock is present around 10 m below the riverbed, becoming
shallower while moving toward the valley sides, where it outcrops.
This evidence defines the thickness of the alluvial cover in the area of

interest and agrees with the geological information available (see
Section 2), which also describes the strong scattering characterizing
the radargram.

On July 30, 2015, an auxiliary ERT profile was collected placing awa-
terproof multicore cable (equipped with 48 graphite electrodes with
1 m spacing) longitudinally on the riverbed, a few meters upstream of
the bridge (and the ERT and DTS installations). The acquisition scheme
was a dipole-dipole skip zero. The reciprocal error threshold was set
equal to 10%, in agreement with the other ERT acquisitions. The
resulting 2D section (Fig. 4) shows the presence of a very low resistive
domain along the whole survey line, located in the shallow sub-
riverbed, while the rest of the resistivity section is characterized by
two subdomainswith depth, onewith highermean resistivity (between
2500 and 5000 Ωm, or more) and a deeper one having lower
conductivity.

3.5. Hydrological modeling and application to the 2015 short-term
monitoring

In order to take full advantage of the information content in the
datasets at our disposal, we developed a three-dimensional finite ele-
ment hydrological model representing the hyporheic zone of the
Vermigliana creek, with a focus on the application to the short-term
monitoring performed in 2015. To this end, we have utilized
FEMWATER (version 3.0.5, Lin et al., 1996), a finite element solver of
Richards' three-dimensional equation in variably saturated media.
More in detail, the modeling phase is made of two distinct parts:

1) A flowmodel, aimed at showing how the pressure head distribution
varies over time and space as a consequence of the fluctuatingwater
level of the Vermigliana creek;

2) A solute transportmodel, that predicts the variations of the electrical
resistivity of water in themodelled domain. Its results are compared
with the ERT absolute and the time-lapse ERT inversions, and with
the DTS profiles.

3.5.1. Mesh set-up
The three-dimensional mesh (Fig. 5) is composed of 22,464 nodes

and 40,020 triangular prismatic elements, subdivided into 15 layers
whose thickness increases with depth. The geometry of the mesh top

Table 2
Summary of times (CET) of the 2015 ERT and DTS short term monitoring performed be-
tween June 30 and July 1.

Short-term monitoring dates and times

June 30, 2015
ERT DTS
9:00 am 9:25 am
10:00 am 10:30 am
11:00 am 11:40 am
12:00 pm 12:30 pm
2:00 pm 2:30 pm
4:00 pm 4:30 pm
6:00 pm 6:30 pm
10:40 pm 7:15 pm

10:50 pm

July 1, 2015
ERT DTS
3:00 am 3:25 am
8:00 am 8:10 am
9:00 am 9:30 am
11:00 am 11:00 am
1:00 pm 12:55 pm
3:00 pm 3:00 pm
5:00 pm 16:55 pm

Fig. 4. Resistivity cross-section resulting from the static inversion of the auxiliary ERT acquisition performed on July 30, 2015. The black dots represent the 48 electrodes embedded in the
multicore cable placed on the riverbed, parallel to the water flow direction.
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surface is designed according to the results of a topographic campaign
performed in 2016. The surface consists of a sloping river bottom (aver-
age slope equal to 1.8%) with the left and right embankments and the
bottom pit located at a distance in the x direction between 37.5 m and
38.75 m from the origin upstream. The mesh horizontal size is 75.0 m
long, 30.0 m wide, and, at every section, its depth in correspondence
of the thalweg is equal to 10.0 m, except for the pit section, where the

vertical thickness is reduced (i.e. b10.0 m) in order to maintain the
mesh bottom flat. In other words, the thickness of the whole mesh is
constant along the x direction, considering an irregular topography
and a flat, sloping bottom,while the thickness of the layers varieswithin
the different vertical sections, since the number of layers is fixed to 15
throughout the mesh. The elements of the mesh are subdivided into
two zones: (i) “Zone 1” corresponding to the clastic material filling

Fig. 5. 3Dmesh created for modeling flow and solute transport processes in the Vermigliana Creek site. The mesh is composed of 22,464 nodes, 40,020 triangular prismatic elements and
the elements “Zone 1” and “Zone 2” are highlighted.

Fig. 6. Flowmodel calibration results referred to the period April–July 2015. The blue solid line is thewater height above the piezometer prove, while the other curves represent different
flow simulations with the corresponding Nash-Sutcliffe model efficiency coefficient (E; Nash and Sutcliffe, 1970). The red solid line represents the chosen calibration curve. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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the Val di Sole and (ii) “Zone 2” representing the low resistivity domain
shown by the absolute ERT inversions in the sub-riverbed (see
Subsection 4.1.1.1).

3.5.2. Flow model set-up and calibration
The flow modeling covers the time period from January 1, 2015

12:00 am to July 1, 2015 11:59 pm. We applied a no-flow Neumann
boundary condition at the mesh bottom, at the mesh right and left
boundaries (with respect to the flow of the Vermigliana water, which
takes place along the x direction from x = 0.0 m to x = 75.0 m), and
on the top surfacewith the exception of the riverbed, where the varying
water level is imposed as a transient Dirichlet boundary condition cor-
responding to the changing river stage. On the upstream and down-
stream mesh boundaries (i.e. at x = 0.0 m and x = 75.0 m), we
applied a constant total head Dirichlet boundary condition determined
on the basis of the mean water table depth measured during the obser-
vation time interval by the piezometer probe. The initial condition con-
sists of a pressure head distribution obtained assuming a horizontal
water table,whose depth is, again, themeanwater table depth. The sim-
ulation time is equal to 182 days (i.e. 15,724,800 s) while the time step
is constant and equal to 5 min (i.e. 300 s). Note that most of the simula-
tion time is a warm-up period necessary to reproduce the conditions at
the start of the short-term monitoring period on June 30, 2015, 9:00 a.
m. Precipitation is neglected.

The model calibration was performed comparing the fluctuation of
the water table measured by the piezometer probewith themodel out-
put in correspondence of the position of the piezometer itself. The cali-
bration was performed simply on a trial-and-error basis. The result is
shown in Fig. 6 (which shows only the period that ranges from April
10 to July 1, 2015) and allows us to determine the most suitable set of
hydrological parameters for the two materials, corresponding to the
“Zone 1”–“Zone 2” element mesh subdivision. These parameters,
summarised in Table 3, describe the two materials both in saturated
and unsaturated conditions. In the latter case, in particular, we adopted
simple “linear front”water retention curves,which consist in a linear in-
terpolation between the maximum and minimum values indicated for
each parameter (e.g. maximum and minimum moisture content). This
decision is due to two reasons: (i) the limited information available
for the retention curves in the domain and at the scale of interest, and,
more important (ii) the subdomain we are actually interested in (i.e.
the sub-riverbed under the Vermigliana creek) is always in saturated
conditions, while the water retention parameters influence the model
solution only in correspondence of the shallower part of the embank-
ments.More in detail, Fig. 6 shows a few calibration curves,which result

from the application of different sets of parameters to the flow model.
Although each of these sets provides an adequate solution to the trans-
port model (see the following Subsection 4.2 where an explanation is
given for this apparent paradox), it is clear that only one of the shown
modelled solutions corresponds to a valid calibration of the flow
model. Proceeding by a simple trial-and-error, the best set of parame-
ters is therefore chosen on the basis of the Nash-Sutcliffe model effi-
ciency coefficient (Nash and Sutcliffe, 1970):

E ¼ 1−
∑T

t¼1 Qt
m−Qt

o
! "2

∑T
t¼1 Qt

o−Qo

# $2 ð1Þ

where Qo
t is the observed discharge at time t, Qo is the mean observed

discharge over the whole observation time, and Qm
t is the modelled dis-

charge at time t (in this case, however, we considered the water height
above the piezometer probe as defining variable). If E = 1, the model
perfectly describes the observed data, hence we adopted the set of pa-
rameters with E closest to 1 (i.e. Simulation 4, E = 0.86). Note though
that, in the time interval considered, the corresponding modelled
curve always underestimates the real data. Nevertheless, we considered
this as the best solution (among those available) since this difference is
mostly due to the fact that we do not consider precipitation in the flow
model. The set parameters thus chosen describe a glacial till in accor-
dance with Terzaghi et al., 1996.

3.5.3. Solute transport model set-up
The solute transport model was developed for a shorter time range,

fromMay 27, 2015 at 4:00 pm to July 1, 2015 at 11:59 pm, and is based
on the pressure head field computed by the calibrated flow model de-
scribed in Section 3.5.2. Thus, the simulation time is equal to 35 days
and 8 h (i.e. 3,052,800 s), the time step is constant and equal to 5 min
(i.e. 300 s), and the three-dimensional mesh is again the one repre-
sented in Fig. 5. In addition to the parameters indicated in Table 3, the
solute transportmodel requires further specifications regarding thema-
terial properties. In particular, information about bulk density, tortuos-
ity, longitudinal and lateral dispersivities, and the molecular diffusion
coefficient are necessary. The adopted values are summarised in
Table 4. Note that the influence of these parameters is relatively small
in the considered context, where the forcing condition of the river is
overwhelming and dictates the transport dynamics over short dis-
tances, where advection is the controlling mechanism.

The Dirichlet boundary condition consists in the transient concen-
tration of total dissolved solids (TDS) in the water of the river. This

Table 3
Material properties used for the Vermigliana Creek flowmodel calibration. The parameters that give the chosen calibration curve are in italic (Simulation 4). In all simulations, the residual
moisture content values come from the parameters available in FEMWATER for the linear front retention curves, as well as the porosity values in Simulations 1 and 2. In all the other sim-
ulations, porosity values and saturated hydraulic conductivity (Ks) come from Terzaghi et al. (1996).

Material Saturated hydraulic conductivity Porosity Residual moisture content

Simulation 1 Zone 1 Loam 5.0e−7 m/s 0.43 0.078
Zone 2 Clay loam 5.0e−8 m/s 0.41 0.095

Simulation 2 Zone 1 Sandy loam 1.0e−6 m/s 0.41 0.065
Zone 2 Sandy clay 1.0e−8 m/s 0.38 0.1

Simulation 3 Zone 1 Loam 1.0e−6 m/s 0.30 0.078
Zone 2 Clay loam 1.0e−8 m/s 0.25 0.095

Simulation 4 Zone 1 Loam 2.0e−6 m/s 0.16 0.078
Zone 2 Clay loam 3.0e−8 m/s 0.15 0.095

Table 4
Material properties used in the solute transport model to describe Zone 1 and Zone 2. The bulk density values come from Terzaghi et al. (1996), while the molecular self-diffusion coef-
ficient of water is provided by Holz et al. (2000). The longitudinal and lateral dispersivity are assumed, as well as the tortuosity.

Material Bulk density Tortuosity Longitudinal dispersivity Lateral dispersivity Molecular diffusion coefficient

Zone 1 Loam 1800.0 kg/m3 1.0 20.0 m 5.0 m 2.299e−9 m2/s
Zone 2 Clay loam 2000.0 kg/m3 1.0 5.0 m 1.0 m 2.299e−9 m2/s
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value is obtained from the actual resistivity of the river water (mea-
sured by the river probe, see Section 3), conveniently transformed in
the corresponding TDS concentration according to Eq. (2) (Hem, 1985)

S ¼ KA ð2Þ

where S is the TDS concentration (mg/l), K is the specific electrical con-
ductivity (μS/cm), and A is a constant that ranges, in most cases, be-
tween 0.54 and 0.96 (here we assumed A= 0.6).

3.5.4. Solute transport model post-processing
Once the solute transport model is run, the resulting concentration

distribution in the whole domain is then turned backward into the cor-
responding water electrical resistivity, according to Eq. (2). The values
thus obtained allow us to compute the corresponding bulk resistivity
distribution, which can be compared with the results of the absolute
ERT inversion. This is possible thanks to two petrophysical
relationships:

1. Archie's law (Archie, 1942):

ρb ¼ a
ϕmSnw

ρw ¼ Fρw ð3Þ

where ρb is the bulk electrical resistivity, ϕ is the porosity, Sw is the wa-
ter saturation, ρw is the electrical resistivity of thewaterfilling thepores,
a,m, and n are the tortuosity parameter, the cementation exponent, and
the saturation exponent, respectively, and F is the formation factor.
Since we are focusing only on the sub-riverbed, we have that Sw is equal
to 1 (i.e. the domain is water saturated) and so the value of n does not
need to be determined. Finally, we put a = 1 and m = 1.4 as they led
to the best match between the ERT static data and the bulk resistivity
thus computed from the solutemodel outcome (these values agreewith
literature examples, see e.g. Lesmes and Friedman, 2005);

2. Waxman and Smits (1968) corrected Archie's law (Eq. (3)) in order
to consider also the solid matrix surface conductivity σs as:

σb ¼ σw

F
þ σ s ð4Þ

where σw is thewater electrical conductivity (σw=1/ρw). In particular,
Waxman and Smits (1968) propose that

σ s ¼
BQv

F
ð5Þ

where Qv is the volume concentration of clay exchange cations (meq/

cm3) and B is the equivalent conductance of the clay counterions. More-
over, Sen et al. (1988) defined B as a function of m and σw:

B ¼ 1:93m

1þ 0:7
σw

ð6Þ

In thiswork,we putm=1.2 andQv=1.8 on the basis, once again, of
the comparison between the static results of the ERT analysis and the
bulk resistivity thus computed form the outcome of the solute transport
model (see e.g. Lesmes and Friedman, 2005; Monego et al., 2010);

We decided to consider these two petrophysical relationships in
order to take into account the different electrical properties of the two
subsoil materials. In fact, we suppose that the low resistivity domain
in the ERT absolute images (see Fig. 7 and Subsection 4.1.1.1 for the de-
scription) is due to a higher fine material fraction (see Section 5 for a
discussion). Therefore, Archie's law cannot be applied in this region of
the hyporheic zone, thus requiring a more appropriate petrophysical
model (i.e. Waxman and Smits, 1968).

Determining the bulk resistivity allows also computing the resistiv-
ity percentage change (Δρ), over time, with respect to a background
condition, as:

Δρb ¼
ρb;t−ρb;0
! "

ρb;0
%% %% 100 %ð Þ ð7Þ

where ρb, t is the bulk resistivity at the different times t and ρb, 0 is the
bulk resistivity at t=0, i.e. the background condition. Eq. (7) is applied
to each node of themesh and theΔρb distribution thus obtained is com-
pared with the ERT time-lapse inversion.

4. Results

4.1. Geophysical monitoring results

4.1.1. ERT results
Even if the time-lapse geophysical characterization of the

Vermigliana case study comprises several years of acquisitions between
spring and early autumn (Table 1), the most interesting results come
from the analysis of the data collected during the 2015 campaign,
since also a complete dataset of water level, electrical conductivity and
temperature (both for the river and the local aquifer) is available (see
Section 3). In fact, in order to completely describe the domain of inter-
est, the geophysical data need to be integrated with this additional
information.

4.1.1.1. ERT static characterization. The ERT static characterization along
the Vermigliana Creek cross-section shows the presence of two main

Fig. 7. An example of static ERT cross-section that shows the state of the domain at themeasurement time (on April 29, 2015, background acquisition). The 2D section is characterized by:
i) a low resistivity domainwithin the sub-riverbed (probably due to a highfinematerial fraction); ii) a complex domain in terms of electrical resistivity values in correspondence of left and
right banks (most likely due to the presence of boulders, in agreement with the material filling the Val di Sole).
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domains (Fig. 7): (i) the sub-riverbed, characterized by relatively low
electrical resistivity values, probably related to the presence of deposits
with a high clay/silt fraction likely put in place by the creek itself – note
that the riverwas straightened in the recent fewdecades, and is nowoc-
cupying a bed different from the original braided one; (ii) the left and
right banks of the Vermigliana creek, characterized by complex
subdomains, that are compatible with the presence of heterogeneous
deposits (glacial till) in this region. More in detail, the left bank has a
slightly lower average electrical resistivity compared to the right bank,
due to the local effect of the two small lakes (see Section 5 for a
discussion).

4.1.1.2. ERT seasonal and short-term monitoring. The 2015 ERT seasonal
time-lapse results are reported in Fig. 8. In particular, the computed re-
sistivity variation is expressed in terms of percentage: a value of 100%
indicates that the value is identical to that of the background, while
higher values (i.e. N100%) display in increase in resistivity and lower
values (i.e. b100%) denote a decrease in resistivity over time.

The time-lapse inversion of such dataset, obtained according to the
ratio approach of Daily et al. (1992), shows an increase in electrical re-
sistivity between May and August 2015 (Fig. 8, from a to d) inside the
hyporheic zone, which is then followed by a decrease in this parameter
during November 2015 (Fig. 8e). The left bank shows an average de-
crease in electrical resistivity from May to August 2015 and then an in-
crease during November 2015. The right bank shows, instead, a more
complex behavior, which will be object of further investigations in the
future.

On the other hand, the short-termmonitoring focuses on the fast dy-
namics of the sub-riverbed, given the higher frequency of the measure-
ments. From this dataset it is apparent how a frequent time-lapse
acquisition is necessary to track the surfacewater-groundwater interac-
tions. Fig. 9 shows the results of this monitoring in terms of resistivity
variations. For brevity, only a selection of themost relevant times is pre-
sented. Fig. 9a shows that the variations between 11:00 amand 9:00 am
on June 30 (where 9:00 am, June 30 is the background acquisition,
Fig. 7) is too small to be computed: the first timewith a detectable resis-
tivity variation is 4:00 pm on July 30. Fig. 9b (6:00 pm vs 9:00 am, June,
30) shows a decrease in resistivity in the sub-riverbed. Then, in Fig. 9c,
the whole domain is characterized by very small variations and finally,
in Fig. 9d (1:00 pm – July 1 vs 9:00 am – June 30) the resistivity de-
creases again. The resistivity increment in correspondence of the surface
electrodes is due to the strong evapotranspiration and the lack of pre-
cipitation that took place during those hours.

4.1.2. DTS results: seasonal and short-term monitoring
The temperature information provided by the 2015 DTS seasonal

monitoring describes the site's dynamic behavior. In particular, a
heating trend was recorded between April and July 2015 (Figs. 10 and

11) and a cooling trend from November to December 2015 (Fig. 10).
Four different subdomains may be identified in the DTS profile: (i) the
sub-riverbed zone, which shows a rather complex behavior during the
hot season, with two minimum peaks probably related to the infiltra-
tion of new (cold) glacial water, and a smoother trend during cold pe-
riods; (ii) the left and (iii) right banks, which are characterized by
different average temperatures, likely because of the influence of the
water coming from the two small ponds (Fig. 1), as described also in
the ERT results (Subsection 4.1.1.1); (iv) the coiled portion of the optical
fiber, which represents a segment of the cable coiled at a depth of 0.5 m
below ground level, thus representing a reference value. The 2015 DTS
seasonal dataset lacks the acquisition of July, 24 and August, 27 because
of an instrumentation failure, but it includes also two measurements
performedwhen the field site was already covered in snow, i.e. Novem-
ber, 6 and December, 11 (Table 1). As shown in Fig. 10, these tempera-
ture profiles present different trends with respect to what happens
during the hottest months: not only the average temperature is lower,
but it also decreases between November and December, in accordance
with the climatic features of the site (Section 2). Once again, a difference
arises between the spatial sectors, in particular between the sub-
riverbed/right bank and the left bank. The latter, in fact, is colder with
respect to the two other parts.

A quantitative time-lapse analysis confirms the qualitative descrip-
tion above. In fact, from April to July the mean temperature increases
of 4.3 °C. However, this temperature variation is not constant along
the whole cable, since the two banks warm up in two slightly different
ways: the mean temperature increase on the left bank, between April
and July, is equal to 4.8 °C, while on the right bank it is equal to 4.4 °C.
Furthermore, this is also confirmed by the temperature variation com-
puted for each sampling point. Therefore, we can assume that such tem-
perature variation over time is instrument independent, but alsowe can
hypothesize that the left and right riverbanks behave in two different
ways, or, more likely, that are subject to different phenomena.

The DTS short-term monitoring (Table 2, Fig. 12b, and Video 1) ex-
hibits the quick dynamics of the hyporheic zone temperature variations.
It is important to note the temperature variation that takes place over
time. On average, the temperature is constant between 9:25 am and
12:30 pm on June 30, then it increases until 10:50 pm, it decreases
again until 11:00 am on July 1 and finally increases again until the end
of the monitoring period. If compared to the information provided by
the river probe (Fig. 12a), this “sinusoidal” trend resembles the one of
the river water, although with a small (expected) time delay.

4.2. Solute transport model results

The results of the transport model in terms of resistivity variations
are shown in Fig. 13, where they are compared with the ERT time-
lapse results (Subsection 4.1.1.2) and the temperature trend

Fig. 8. a–e) 2015 ERT seasonalmonitoring of the Vermigliana creek, expressed in terms of resistivity variationwith respect to the background acquisition (April 29, 2015). The value “100%”
indicates no changes in electrical resistivity with respect to background survey, higher values imply an increase in electrical resistivity, while lower values are related to a decrease. The
black dots represent both surface and borehole electrodes. Distances are expressed in meters.
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highlighted by the DTS (Section 4.1.2). More in detail, to simplify the
comparison between the two resistivity datasets, we consider only the
central 8 m of the sub-riverbed, till a depth of 5 m, in order to:
(i) remove any effect of the creek's banks; and (ii) refer to the domain
investigated by the ERT acquisitions (i.e. the borehole electrodes are lo-
cated 5 m under the riverbed, see Fig. 2). The resistivity values in this
subdomain are then averaged, so as to assign a single mean bulk resis-
tivity variation value to each time. Even if thismay seema strong simpli-
fication, it allows a better representation (and an easier comparison) of
the variation trends identified by the two methods.

The DTS temperature values in the sub-riverbed are averaged at
each time-step as well, in conformity with the ERT and transport
model post-processing. In this case, however, we consider also a further
precaution, distinguishing between the left and right parts: in fact, they
not only show a slightly different behavior in correspondence of the rel-
ative peak (the left part relative maximum is at time 10:50 pm on June
30, while on the right side the relative maximum is at 3:35 am on July
1), but also have different mean temperatures, with the left section
being hotter than the right segment.

5. Discussion

5.1. Sub-riverbed

The results provided by the geophysical measurements give some
interesting insights into the areas surrounding the Vermigliana creek
riverbed. A first important information comes from the ERT static inver-
sion (Fig. 7), where a very low resistivity area (less the 200 Ωm, on av-
erage) characterizes the sub-riverbed. At a first glance, the presence of
such domain may be justified by the seepage process, which allows
the sub-riverbed saturation with the consequent overall resistivity
modification (as expected, according to Archie, 1942). Nevertheless, if
we focus on the resistivity values instead, a discrepancy arises: an aver-
age resistivity lower than 200Ωm is incompatible with the values char-
acterizing both deposits and waters of the Vermigliana creek, whose
resistivity values are in the range of 1000Ωm(see the right and left em-
bankments, Fig. 7) and 100Ωm(graph in Fig. 9) respectively. In order to
explain the features of this domain,whose existence in the sub-riverbed
is also confirmed by the longitudinal ERT survey on the riverbed (Fig. 4),

Fig. 9. Comparison between river data (water level and water resistivity) and a selection of 2015 ERT short-termmonitoring results (a–d), expressed as resistivity variations. In the river
water graph, “a, b, c, d” and “Time 0” indicate the correspondence between the ERT acquisition times and the hydrological information. Regarding the ERT sections, a value of “100%”
indicates no changes in electrical resistivity with respect to the background survey (conducted on June 30, 2015, at 9:00 am). Higher values imply an increase in electrical resistivity,
while lower values are related to a decrease. The black dots represent both surface and borehole electrodes.
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wehypothesize the presence of a high clay/silt fraction coming from the
glacial moraines and transported by the creek itself, which not only in-
creases the electrical conductivity in the sub–riverbed, but also reduces
its hydraulic conductivity. Filtering from the stream into theman-made
new riverbed is likely to have caused partial clogging of the original sed-
imentswith this finematerial. This hypothesis agreeswith the results of
the short-termERT time-lapsemonitoring (Fig. 9a, b, c, d),where the re-
sistivity variations in the sub-riverbed, despite taking place on anhourly
basis, are slightly mitigated (and have a lower amplitude) with respect
to what is happening in the river. As a matter of fact, figures show that
the resistivity of the river water, with respect to that at Time 0, de-
creased by 5% at “Time a”, by 11% at “Time b”, increased by 10% at

“Time c” and finally decreased by 3% at “Time d”. Even though the ERT
time-lapse cross-sections show the same pattern, the magnitude of
the variation is slightly lower, as it ranges from a 2% decrease to a 2% in-
crease (Fig. 9).

The effects of the infiltration of new glacial water can be recognized
also in the seasonal DTS time-lapse monitoring. Even if the mean tem-
perature increases (as a consequence of the climatic conditions of the
site), an active underflow dynamic within the sub-riverbed is
underlined by the presence of two minima in the temperature trend,
which may represent two preferential seepage pathways (Figs. 10 and
11). Furthermore, a comparison between the seasonal DTS and ERT
monitoring show an agreement between the two results, where the

Fig. 10. 2015 DTS seasonalmonitoring. Between April and July 2015 an average increase in temperature takes place, while fromNovember to December 2015 an average decrease occurs,
as well as a temperature trend inversion. Four subdomains, with different characteristics, can be identified for each survey time: left bank, hyporheic zone, right bank, and coiled fiber-
optic. Note the different behavior between left bank and right bank in terms of temperature, but also the effect of infiltration of new cold glacial water in the hyporheic zone.

Fig. 11. Comparison between seasonal DTS and ERT time-lapse data collected during Season 2015. Note the seasonal effect of glacier melting within the sub-riverbed, both in terms of
temperature (T, expressed in °C) and electrical resistivity variation (expressed in %). The value “100%” indicates no changes in electrical resistivity with respect to background survey
(in this case conducted on 29th April 2015); higher values imply an increase in electrical resistivity.
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infiltration of newglacialwater, despite the slightly higher temperature,
leads to a decrease in resistivity given the lower TDS concentration.
Therefore, the resistivity ratio and temperature changes, caused by the
high resistivity glacial outflows water, are much likely linked to the
river flow rate.

Finally, the effects of the infiltration of new water in the sub-
riverbed are particularly clear in the short-term DTS time-lapse moni-
toring. In detail, the temperature trend along each profile has the
same properties of those included in the seasonal monitoring (i.e. two
minima in the sub-riverbed). However, given the higher time resolu-
tion, we can also easily observe a sinusoidal trend comparable to that
of the creek water, though slightly delayed (Fig. 12 and Video 1). The
amplitude of this variation, even if smaller than what is highlighted by
the river probe, is still rather large and agrees with the description of
temperature trends in the sub-riverbed of losing steams provided e.g.
by Constantz (2008).

5.2. Riparian zones

Another feature onwhich attention shall be focused is the difference
between the right and left embankments. This contrast arises in all the
geophysical time-lapse monitoring, with particular evidence in the sea-
sonal ERT (Fig. 8) and in the seasonal and short-term DTS results
(Figs. 10 and 12). The cause of this dissimilar behavior should be sought
in the presence, on the left bank, of the emissary of the two ponds up-
stream (Fig. 1). The water of this small brook has both a higher temper-
ature and a higher TDS concentration with respect to the Vermigliana
Creek water (given its higher residence time in the shallow lakes), so
its infiltration explains the variations displayed by both techniques:
(i) the left bank has always, on average, a higher temperature with re-
spect to the right bank (where no evidence of superficial water flow is
present); and (ii) higher TDS concentrations and higher temperatures
reduce the electrical resistivity of the water, whose infiltration reduces,

Fig. 12. Comparison between a) river data (water level and temperature) and b) DTS temperature profiles collected during the short-termmonitoring (June 30–July 1, 2015). For a better
comprehension of the temperature trend highlighted by the DTS monitoring, please refer to Video 1.
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in turn, the bulk resistivity over time (Fig. 8a–c). From the end of August
on, the average temperature starts decreasing again (Section 2), thus
leading to an increase in resistivity (Fig. 8d–e). Unfortunately, this de-
crease in temperature has not beenmeasured by means of DTS because
of a system failure.

5.3. Hydrological model

The goal of the hydrological modeling in this work is to demonstrate
how powerful a combination of geophysical and hydrological informa-
tion is in order to understand the processes occurring in the hyporheic
zone. The ERT datasets are exploited in two differentways. As described
in Section 3, we took advantage of a combination of the information
provided. In fact, the ERT static inversion results are used to identify
the two main zones in the model mesh, but their hydrological parame-
ters are chosen on the basis of a comparison between the similaritywith
the water table height measured by the piezometer probe and the re-
sults of the solute transport model (i.e. whether they agree or not
with ERT time-lapse outcome).

In the latter case, the phase of the resistivity variation trend agrees
with the ERT time-lapse results (Fig. 13) since both curves have their
maximum at 3:00 am on 1st July. The amplitude, however, is slightly
different, as the ERT time-lapse shows a smoother trend. This may be
given by small variations taking placing in the sub-riverbed but, most
of all, it is also related the type of inversion performed (i.e. Occam's ap-
proach, see Section 3.2.1), which is based on a smoothness constraint
aimed at providing a stable solution.

Even if in this work we did not develop a heat transport model, we
used the temperature data fromDTS as an auxiliary piece of information
to strengthen the results of the ERT monitoring coupled with the trans-
port model. Thus, Fig. 13 includes also the temperature data from DTS
measurements in the sub-riverbed because, under some circumstances,
heat transport can be described by the same equations of the solute
transport (the Advection Dispersion Equation or ADE). More specifi-
cally, for this to be true, the heat capacity of the solid material has to
be negligible with respect to that of the water, and heat conduction
must be negligible with respect to heat advection. In Fig. 13, the

comparison between the DTSmeasured data and themodelled ERT var-
iations shows that, in our case, the trend is the same, albeit with some
differences in phase (resulting in some time shift). In particular, only
the right portion has a relative peak at the same time of the resistivity
results (i.e. with a relative maximum at 3:25 am on 1st July), while on
the left part it occurs at the time before. This, as well as the higher aver-
age temperature, may be related to a combination of local factors and,
again, to the presence of the emissary of the small lakes upstream.
This similarity between the DTS and the modelled ERT variations may
indicate that the two processes can be described, in a first approxima-
tion, by the same equation but, at the same time, it also indicates that
heat transport cannot be accurately described by the ADE equation,
even though advection appears to be the controlling mechanism.

6. Conclusions

The characterization of the hyporheic and riparian zones of a river is
a goal shared by several disciplines, given the pivotal role of these do-
mains in the river ecosystem. The ERT and DTS implementation pre-
sented in this work, based on the innovative and (relatively)
minimally invasive positioning of the instrumentation beneath the riv-
erbed, demonstrates the high adaptability of these techniques and allow
us not only to characterize the subsoil structure, but also to monitor the
variations occurring on an hourly basis under the direct influence of the
river stage changes.Moreover, the development of a hydrologicalmodel
based on the ERT results helps understanding the hydrological proper-
ties and the processes taking place in the analyzed domain.

Themost important scientific result in terms of process understand-
ing is the demonstration that the water exchanges between the river
and the hyporheic zone are in the present case extremely fast, andmon-
itoring must be conducted on an hourly basis or less to capture the dy-
namics. Wider intervals in monitoring would cause time aliasing of the
data and producewrong images of the systemdynamics: aliasingwould
convert the real high frequency response of the hyporheic zone in ap-
parent lower frequency behaviors that might be mistaken for real to a
naïve interpreter.

Fig. 13. Comparison between ERT time-lapse monitoring, solute transport model, and DTS time-lapse monitoring (with the dataset separated in central-right and central-left sides). All
datasets refer only to the sub-riverbed zone and are averaged to obtain a single value for each time. The DTS dataset is split in two parts to show the influence of the emissary of the
two small lakes, which slightly increases the temperature on the left side.
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Another major advance of this work is the instrumentation set-up
per se,which allows the acquisition of spatially distributed datasets, fur-
thermore with a high spatial resolution. This instrumentation position-
ing should be carefully considered when dealing with domains that not
only develop with depth (where the application of vertical boreholes is
encouraged), but that also show features that vary laterally. In this case,
in fact, the number of boreholes required could be substantially reduced
(we drilled only one horizontal borehole instead of three/four vertical
boreholes on the embankments and/or on the riverbed). Moreover,
the geophysical datasets thus obtained give a new point of view on do-
mains that otherwise would be impossible to describe spatially on a 2D
section, since the presence of the creek represents an obstacle to the in-
strumentation placing (e.g. fixing the electrodes position on the river-
bed during the time-lapse monitoring, digging vertical boreholes
within the riverbed, etc.).

Finally, the combination of the geophysical results with hydrological
data into a flow and transportmodel shows, once again, the potentiality
of this approach in describing the processes occurring in the subsurface.
Even if our analysis is not based on a coupled data assimilation ap-
proach, it provides very useful results, especially in relation to the sub-
riverbed processes. This could lead to a deeper understanding of the
structures and processes of the hyporheic and riparian zones, with im-
portant consequences on the river ecosystem management.

Supplementary data to this article can be found online at https://doi.
org/10.1016/j.scitotenv.2018.08.179.
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